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ABSTRACT Objective: Automatic machine learning methods 
developed by employing deep learning approaches have been the 

focus of numerous studies nowadays. The objective of the current 

study is to design a web-based software that is used in the classi-
fication of tissue samples in colorectal cancer, based on eight 

different histopathological tissue types, to support physicians for 

the clinical diagnosis of colorectal cancer, and thus to enable 
physicians to make quick and accurate decisions. Material and 

Methods: An open-access data set (DOI: 10.5281/zenodo.53169) 

consisting of 5,000 histopathological images, including different 
histopathological tissue types of colorectal cancer, was used in 

the present study. Keras-based AutoKeras library was applied to 

classify the histopathological tissue types of colorectal cancer. 

Appropriate python language libraries were employed in the de-

velopment of the web-based software. A deep learning-based 

model was constructed to predict eight histopathological tissue 
types of colorectal cancer. Results: The highest metric values 

among the performance criteria achieved for different tissue types 

of colorectal cancer were calculated for adipose type, and we 
found that accuracy was 0.996, sensitivity 0.992, specificity 

0.996, precision 0.974, recall 0.992, and F1-score 0.983, respec-

tively. This research differs from other studies in that it includes 
open access software. Conclusion: The web software based on 

the model proposed in this study provided promising predictions 

in classifying different tissue types from histopathological images 
of colorectal cancer. Thanks to the proposed software, the tissue 

types of colorectal cancer are easily understood by medical pro-

fessionals and other healthcare workers. Hence, the workload of 
medical professionals can be reduced, and a faster consultation 

system can be formed. 
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ÖZET Amaç: Derin öğrenme algoritmaları kullanılarak geliştirilen 
otomatik makine öğrenme algoritmaları, son zamanlarda birçok 

çalışmanın ilgi odağı olmuştur. Bu çalışmanın amacı, kolorektal 

kansere ilişkin histopatolojik görüntülere ait doku örneklerinin bili-
nen 8 farklı histopatolojik doku tiplerine göre sınıflandırmasını ya-

pabilecek, kolorektal kanser tanısında hekimlere klinik destek vere-

bilecek ve bu sayede hekimlerin hızlı ve doğru karar verebilmeleri-
ne imkân sağlayabilecek web tabanlı bir yazılım geliştirmektir. Ge-

reç ve Yöntemler: Bu çalışmada, kolorektal kansere ait farklı 

histopatolojik doku tiplerini içeren 5.000 histopatolojik görüntüden 
oluşan açık erişimli veri seti (DOI: 10.5281/zenodo.53169) kulla-

nılmıştır. Geliştirilen yazılımdaki derin öğrenme algoritmasının 

oluşturulmasında Python programlama dilinde kullanılan 

Keras/AutoKeras kütüphanesi, kolorektal kansere ait histopatolojik 

doku tiplerini sınıflandırmak için uygulanmıştır. Web tabanlı yazı-

lımın geliştirilmesinde Python dili kütüphaneleri kullanıldı. 
Kolorektal kanserin 8 histopatolojik doku tipini tahmin etmek için 

derin öğrenmeye dayalı bir model oluşturuldu. Bulgular: Farklı 

doku tipleri için hesaplanan performans ölçütleri arasında en yük-
sek metrik değerleri adipose için hesaplanmış olup sırasıyla; doğru-

luk 0,996, duyarlılık 0,992, özgüllük 0,996, kesinlik 0,974, geri 

çekme 0,992 ve F1-skoru 0,983 olarak bulunmuştur. Bu araştırma, 
açık erişim yazılımı içermesi ile diğer çalışmalardan farklıdır. So-

nuç: Elde edilen deneysel bulgular, geliştirilen bu yazılımın 

kolorektal kansere ait 8 doku türünün tespiti ve teşhisinde kullanı-
labileceğini göstermektedir. Geliştirilen yazılım sayesinde 

kolorektal kansere ait doku türlerinin tıp uzmanları ve diğer sağlık 

çalışanları tarafından kolayca anlaşılması sağlanmaktadır. Bu saye-
de tıp uzmanları ve diğer sağlık çalışanlarının iş yükü azalmış olur 

ve hızlı bir danışma sistemi oluşturulmuş olur. 

 
Anahtar kelimeler: Çoklu sınıflandırma; doku tipleri;  
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                                   Keras/AutoKeras 

 

Türkiye Klinikleri Biyoistatistik Dergisi 

Turkiye Klinikleri Journal of Biostatistics 

Correspondence: Zeynep KÜÇÜKAKÇALI 

Department of Biostatistics and Medical Informatics, İnönü University Faculty of Medicine, Malatya, TURKEY/TÜRKİYE 

E-mail: zeynep.tunc@inonu.edu.tr 

Peer review under responsibility of Turkiye Klinikleri Journal of Biostatistics. 

Received: 17 Feb 2021 Received in revised form: 10 Mar 2021 Accepted: 10 Mar 2021 Available online: 19 Aug 2021 

2146-8877 / Copyright © 2021 by Türkiye Klinikleri. This in an open 

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/). 

    

 

mailto:zeynep.tunc@inonu.edu.tr
https://orcid.org/0000-0002-5436-8164
https://orcid.org/0000-0001-7956-9272
https://orcid.org/0000-0003-4870-3015
https://orcid.org/0000-0001-5406-098X


 

Emek GÜLDOĞAN et al. Turkiye Klinikleri J Biostat. 2021;13(2): 147-59 

 

 148 

Cancer is a heterogeneous group of diseases, also defined as a malignant neoplasm, characterized by a 

clonal increase of abnormal cells. In other words, cancer is defined as the increase in the number and prolif-

eration of abnormal cells that grow excessively into the junction points and other organs of the body, which 

is also characterized as “metastasis”.
1
 

Cancers usually originate from epithelial cells covering surfaces of the body. Colorectal cancers (CRC) 

are usually carcinomas in the morphology of adenocarcinoma, originating from epithelial cells in the colo-

rectal mucosa. CRC are important types of cancer-related diseases and deaths. This type of cancer is one of 

the essential reasons for death around the world.
2
 CRC is the third most frequently diagnosed cancer in both 

males and females over the world, with more than a million new cases reported annually. The highest inci-

dences have been reported in the regions where western diet and lifestyle are common, including North 

America, Australia, New Zealand, and Europe. Asia and Africa are the regions with the lowest incidence of 

CRC.
3,4

 These cancers are generally seen in older people, and their incidence increases significantly with 

age. According to the data from the United States, the five-year survival of CRC was 65%, and between 

1976 and 2000, there was a 26% reduction in CRC-related mortality. Between 2000 and 2013, CRC death 

rates were reported to decrease by 34% in the population aged 50 and over and 13% in the population aged 

below 50. The main reasons for this situation may include detection and resection of precancerous polyps by 

screening methods, diagnosis of CRC at an earlier phase by screening techniques, reduction of risk factors, 

and improvements in CRC treatment methods.
5,6

 

Histopathology is the examination of changes in organs, tissues, and cells under a microscope, by us-

ing various methods. The tissues to be examined are first cut into suitable thicknesses for examination by 

using a micro cutter called a microtome. For staining the sections, generally, hematoxylin and eosin (blue 

and red-H&E) staining techniques are used, and structures such as nuclei and cytoplasm are made clear by 

taking different colors.
7,8

 The next procedure is the detection phase, and the disease is diagnosed as a re-

sult of the examination. The information obtained by histopathological studies sheds light on the micro-

scopic structure of tissues. It is used to make a diagnosis by using different pathological features of vari-

ous diseases in the tissues. It is used for accurate and precise diagnosis of many diseases, especially can-

cer. 

Early diagnosis is very important for the prevention and reduction of the deaths caused by cancer. 

The accurate medical interventions in the early period increase the chance of survival. Biopsy has been 

used as the gold standard method in the diagnosis of cancer. In the biopsy procedure, samples taken 

from tissues thought to be risky are examined by specialist pathologists under appropriate microscopes. 

Training and specialization of pathologists for the examination of the collected tissue pieces and the d e-

cision-making phase is a very long and costly process. Even if these processes have been successfully 

completed, different pathologists can make different decisions for the same piece of tissue. In order to 

eliminate these differences, image processing methods that can calculate using quantitative data are 

used.
9
 

Deep learning (DL) is an artificial intelligence technique that utilizes multi-layered artificial neural net-

work (ANN) modeling in the fields such as object recognition, speech recognition, and natural language data 

processing.
10

 DL techniques used in the domain of medical image processing have shown an impressive per-

formance during recent years. Unlike traditional machine learning (ML) methods, DL can automatically 

learn from the icons of data of images, videos, sounds, and texts instead of learning by coded rules. It can 

also learn from a raw image or text data, and thanks to its flexible structure, the accuracy can be enhanced 

depending on the magnitude of the relevant data.
11

 

The objective of the current paper is to design a web-based software that can classify tissue samples of 

CRC according to eight different histopathological tissue types, to support physicians for the clinical diagno-

sis of CRC, and thus to enable physicians to make quick and accurate decisions. 
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    MATERIAL AND METHODS 

DATASET 

In this study, an open-access dataset (http://doi.org/10.5281/zenodo.53169) consisting of 5,000 histopathological 

images containing eight tissue types of CRC was used. All raw data on CRC tissue types were published under the 

title of “Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/)”. 

All the details of the processes regarding the obtaining of the examined types of CRC, including low-level and 

high-level tumors, and rescaling the images of the tissues were given in that study.
12

 

These eight different tissue types are tumor, stroma (includes homogeneous composition tumor stroma, 

extra-tumoral stroma, and smooth muscle), complex (includes single tumor cells and/or several immune cells), 

lympho (contains immune cell conglomerates and sub-mucosal lenfoid follicules), debris (contains necrosis, 

bleeding and mucus), mucosa (normal mucosal glands), adipose, and empty (no tissue). Representative images 

taken from the related dataset regarding the histopathological images are given in Figure 1. The first ten images 

of each type of tissue are seen in the dataset. In routine histopathological images, they reflect the large variety 

of illumination, stain intensity, and tissue textures present. The images from ten different samples of primary 

colorectal tumors were collected in this study. In order to avoid any bias concerning the average grayscale in-

tensity, it was provided that each of the examined tissue types contains both bright and dark samples.
12

 

 

FIGURE 1: Histopathological view of eight different tissue types (a: Tumor; b: Stroma; c: Complex; d: Lympho; e: Debris; f: Mucosa; g: Adipose, h: Empty).12 

http://doi.org/10.5281/zenodo.53169
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Samples within an image data set defined for a specific purpose are a region of interest. The concept of 

region of interest is widely employed in many fields; especially, in medical imaging, the borders of a tumor 

can be specified on an image or in volume to measure its size.
13

 In the current study, Figure 2 illustrates the 

tissue types of the identified regions of interest from a series of separate, larger 5000x5000pxH&E images of 

CRC. 

 

 

FIGURE 2: The tissue types of the identified regions of interest. 

 

DEEP LEARNING APPROACH 

DL is a subclass of the ML approach and uses several non-linear processing unit layers for extracting and 

converting the attributes/features. Each consecutive layer receives the output from the prior layer as input.
14

 

In DL architecture, there exists a structure based on the learning of several attribute/feature levels or data 

representations. Top-level features are extracted from low-level features and establish a hierarchic represen-

tation. This representation learns many levels of representation, which correspond to several grades of ab-

straction. DL is based on learning from the data representation as to the basic structure. For example, repre-

sentation of an image may include properties such as a vector of density values per pixel, edge sets, and spe-

cial shapes. Some of the features/attributes exemplify the data better. At this phase, the advantage of DL is 

that it uses effective algorithms to obtain a hierarchical feature that best represents the data, instead of hand-

crafted features.
15

 

ANNs are structures developed by inspiring the neuronal structure of the human brain. The ANN col-

lects the information coming to the nerve cells and produces the output by passing it through the specified 

activation function. Multi-layer ANNs, on the other hand, consist of the input layer in which the inputs are 

represented, the hidden layers, where the information obtained from the input layer is converted to an output, 

and the output layer, where the results from the last hidden layer are converted to output values.
16,17

 Convo-

lutional neural network (CNN) is a DL method that is frequently used in computerized image recognition 
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studies and gives very successful results. In CNN, unlike multi-layered ANN, the convolution process (cir-

culation of filters on input for feature extraction) is used in at least one of its layers, instead of using matrix 

multiplication. Feature extraction is implemented by using filters on the input given in the first layers. At the 

same time, the size reduction functions are used both for reducing the cost of calculation and transferring the 

summarized information of the features learned from the input to the other layers. Then, these properties ob-

tained from the input are transformed into a one-dimensional vector, and the classification process is per-

formed by giving them as inputs to the fully connected layer or layers.
18

 

AutoKeras is an automated ML technique included in the Keras library in Python programming. 

AutoKeras ensures appropriate functions to seek for the architecture and hyperparameters of DL approaches 

automatically. The purpose of the system in question is to automatically create DL structures to predict any 

target features, such as a disease.
19

 A detailed description of the AutoKeras system is shown in Figure 3. 

 

 

FIGURE 3: A detailed description of the AutoKeras system.19  

 

In this study, histopathological images of eight different tissue types related to CRC were used for clas-

sification. In this study, a total of 5,000 histopathological images were used for analysis. As a hold-out strat-

egy, 4,000 (80%) of them were allocated as a training dataset, and the remaining 1,000 (20%) images were 

selected as a testing dataset, randomly. In the random selection for the images of the training dataset, “ran-

dom.choice()” function in Python was employed throughout the stages. In the image preprocessing (image 

rotation, altering width and length, pruning images, rescaling, etc.) stage, Keras/AutoKeras library from the 

Python programming language was employed for the preprocessing of images in which raw image data is 

processed to minimize visual uncertainty and noise as well as make it more usable for subsequent steps.
19,20

 

Common tasks in this stage encompass normalization of the pixel intensity to deal with artifacts of lumi-

nance and image scaling to lessen the representation size. During the training stage, more data augmentation 

was conducted in the form of tile rotations and color changes to improve robustness and accumulate regu-

larization to the system.
21

 

The Bayesian optimization algorithm was used to determine the best neural network architecture and 

hyperparameters in the AutoKeras system created in this study. Detailed information on the proposed 

AutoKeras system is given in Table 1. 
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TABLE 1: Detailed information about the proposed AutoKeras architecture. 

Layer 

number   
Layer (type) Output Shape 

Param 

# 
Connected to Config 

1 Input_1 (Inputlayer) (None, 64, 64, 3) 0   

2 Activation_1 (Activation) (None, 64, 64, 3) 0 input_1[0][0] activation: relu 

3 Activation_10 (Activation) (None, 64, 64, 3) 0 activation_1[0][0] activation: relu 

4 Activation_8 (Activation) (None, 64, 64, 3) 0 activation_1[0][0] activation: relu 

5 Conv2d_9 (Conv2D) (None, 64, 64, 3) 12 activation_10[0][0] 
activation: linear, filters: 3, ker-

nel_size: (1,1), strides: (1,1) 

6 Add_3 (Add) (None, 64, 64, 3) 0 
activation_8[0][0] 

conv2d_9[0][0] 
 

7 Conv2d_8 (Conv2D) (None, 64, 64, 6) 168 add_3[0][0] 
activation: linear, filters: 6, ker-

nel_size: (3,3), strides: (1,1) 

8 Batch_Normalization_1 (Batchnor) (None, 64, 64, 3) 12 activation_1[0][0] Momentum: 0.99, epsilon: 0.001 

9 Activation_9 (Activation) (None, 64, 64, 6) 0 conv2d_8[0][0] activation: relu 

10 Conv2d_1 (Conv2D) (None, 64, 64, 64) 1792 batch_normalization_1[0][0] 
activation: linear, filters: 64, 

kernel_size: (3,3), strides: (1,1) 

11 Conv2d_6 (Conv2D) (None, 64, 64, 64) 448 activation_9[0][0] 
activation: linear, filters: 64, 

kernel_size: (1,1), strides: (1,1) 

12 Add_2 (Add) (None, 64, 64, 64) 0 conv2d_1[0][0] conv2d_6[0][0]  

13 Max_Pooling2d_1 (Maxpooling2d) (None, 32, 32, 64) 0 add_2[0][0] pool_size: (2,2), strides: (2,2) 

14 Activation_2 (Activation) (None, 32, 32, 64) 0 max_pooling2d_1[0][0] activation: relu 

15 Batch_Normalization_4 (Batchnor) (None, 32, 32, 64) 256 activation_2[0][0] momentum: 0.99, epsilon: 0.001 

16 Batch_Normalization_2 (Batchnor) (None, 32, 32, 64) 256 batch_normalization_4[0][0] momentum: 0.99, epsilon: 0.001 

17 Activation_6 (Activation) (None, 32, 32, 64) 0 batch_normalization_2[0][0] activation: relu 

18 Conv2d_2 (Conv2D) (None, 32, 32, 512) 295424 activation_6[0][0] 
activation: linear, filters: 512, 

kernel_size: (3,3), strides: (1,1) 

19 Max_Pooling2d_2 (Maxpooling2d) (None, 16, 16, 512) 0 conv2d_2[0][0] pool_size: (2,2), strides: (2,2) 

20 Activation_3 (Activation) (None, 16, 16, 512) 0 max_pooling2d_2[0][0] activation: relu 

21 Batch_Normalization_3 (Batchnor) (None, 16, 16, 512) 2048 activation_3[0][0] momentum: 0.99, epsilon: 0.001 

22 Max_Pooling2d_6 (Maxpooling2d) (None, 16, 16, 64) 0 batch_normalization_2[0][0] pool_size: (2,2), strides: (2,2) 

23 Conv2d_7 (Conv2D) (None, 16, 16, 512) 262656 batch_normalization_3[0][0] 
activation: linear, filters: 512, 

kernel_size: (1,1), strides: (1,1) 

24 Activation_7 (Activation) (None, 16, 16, 64) 0 max_pooling2d_6[0][0] activation: relu 

25 Max_Pooling2d_4 (Maxpooling2d) (None, 32, 32, 3) 0 batch_normalization_1[0][0] pool_size: (2,2), strides: (2,2) 

26 Conv2d_3 (Conv2D) (None, 16, 16, 128) 589952 conv2d_7[0][0] 
activation: linear, filters: 128, 

kernel_size: (3,3), strides: (1,1) 

27 Conv2d_5 (Conv2D) (None, 16, 16, 128) 8320 activation_7[0][0] 
activation: linear, filters: 128, 

kernel_size: (1,1), strides: (1,1) 

28 Max_Pooling2d_5 (Maxpooling2d) (None, 16, 16, 3) 0 max_pooling2d_4[0][0] pool_size: (2,2), strides: (2,2) 

29 Add_1 (Add) (None, 16, 16, 128) 0 conv2d_3[0][0] conv2d_5[0][0]  

30 Activation_5 (Activation) (None, 16, 16, 3) 0 max_pooling2d_5[0][0] activation: relu 

31 Concatenate_1 (None, 16, 16, 131) 0 add_1[0][0] activation_5[0][0]  

32 Conv2d_4 (Conv2D) (None, 16, 16, 64) 8448 concatenate_1[0][0] 
activation: linear, filters: 64, 

kernel_size: (1,1), strides: (1,1) 

33 Max_Pooling2d_3 (Maxpooling2d) (None, 8, 8, 64) 0 conv2d_4[0][0] pool_size: (2,2), strides: (2,2) 

34 
Global_Average_Pooling2d_1 

(Glo) 
(None, 64) 0 max_pooling2d_3[0][0]  

35 Dropout_1 (Dropout) (None, 64) 0 
glob-

al_average_pooling2d_1[0][0] 
rate: 0.25 

36 Dense_1 (Dense) (None, 64) 4160 dropout_1[0][0] activation: linear, units: 64 

37 Activation_4 (Activation) (None, 64) 0 dense_1[0][0] activation: relu 

38 Dense_2 (Dense) (None, 8) 520 activation_4[0][0] activation: linear, units: 8 
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DEVELOPED WEB-BASED SOFTWARE 

The developed web-based interface is designed to classify different tissue types from histopathological im-

ages of CRC. During the development phase; Libra programming language Keras, TensorFlow, Scikit-learn, 

OpenCV, Pandas, NumPy, MatPlotLib, and Flask libraries were used. The screen image of the designed 

web-based interface is shown in Figure 4.
19,22-28

 
 

 
FIGURE 4: Screenshot of the developed web-based software. 

 

The developed web-based software consists of two menus: “Home” and “Citation”. “Home” the main 

menu consists of three sub-menus, including “Introduction”, “Image Upload”, and “Classification and Result”. 

Brief information about the software is included in the “Introduction” sub-menu. The image to be analyzed is 

transferred to the web-based software by the “Image Upload” sub-menu. The developed software can work 

with image files with the extensions of .jpeg, .jpg, and .png. If the files with different extensions than the files 

that are supported by the software are loaded, a warning screen will be displayed as “Image Not Suitable” in 

the “Classification and Result” sub-menu. The screenshot of this warning is given in Figure 5. 
 

 

FIGURE 5: File upload error screen with different file extensions. 
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A min-max filter was created in order that the software can determine the files with different extensions 

than the files with supported extensions. The mxn pixel matrix is estimated for each image in the related fil-

ter. Then, the components of the calculated matrix are summed up by the formula given below. 

        

 

   

 

   

 

A min/max value range is determined among the    values obtained in this way. If the    value of the 

loaded image is beyond the issued range; this image is determined as not suitable. For this process, the 

pseudo-code is as follows. 

Pseudo-Code I. Min-max filtering. 

A, B and C are matrices of each RGB channel of uploaded images. 

1:    if (A, B and C are not all equal){ 

2:      return ("Irrelevant image") 

3:    } else { 

4:      if (AF not in range [2.966.387, 16.439.603]) { 

5:        return ("Irrelevant image") 

6:      } 

7:      else { 

8:        return ("Relevant image") 

9:      } 

10:  } 

Which of the eight classes the uploaded image belongs to is determined in the “Classification and Re-

sult” sub-menu output. The software can be reached publicly at http://biostatapps.inonu.edu.tr/KKSY/. The 

software has English and the Turkish language supports. 

PERFORMANCE EVALUATION METRICS 

Accuracy, sensitivity, specificity, precision, recall, F1-score metrics were employed to evaluate the predic-

tion performance of the constructed model(s) by using the DL algorithm. In the calculation of performance 

metrics, the developed software DTROC: Diagnostic Tests and ROC Analysis Software was used.
29

 The 

formulas of these metrics are shown below. 

         
     

           
 

            
  

     
 

            
  

     
 

          
  

     
 

       
  

     
 

         
      

              
 

 

TP: True positive number; TN: True negative number; FP: False positive number; FN: False negative number. 

http://biostatapps.inonu.edu.tr/KKSY/
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EXPERIMENTAL RESULTS 

Performance metric values for multi-classification of each tissue type of CRC by using the proposed web-

based interface are presented in Table 2. 

 

TABLE 2: Performance metric values for multi-classification of different tissue types. 
 

        Tissue-types 

 

Metrics 

Tumor Stroma Complex Lympho Debris Mucosa Adipose Empty 

Accuracy 0.977 0.986 0.970 0.980 0.994 0.991 0.996 0.996 

Sensitivity 0.964 0.917 0.860 0.920 0.980 0.957 0.992 0.975 

Specificity 0.979 0.996 0.986 0.988 0.996 0.995 0.996 0.999 

Precision 0.850 0.972 0.904 0.916 0.974 0.968 0.974 0.996 

Recall 0.964 0.917 0.860 0.920 0.980 0.957 0.992 0.975 

F1-score 0.903 0.944 0.881 0.918 0.977 0.962 0.983 0.985 

 

 

When the calculated performance metrics are examined, the values obtained from the DL model created 

for the classification of each tissue type were higher than 0.85. 

In order to demonstrate the principle of operation of the interface, when a histopathological image be-

longing to the tumor tissue type is loaded into the web-based software, the output of the prediction of classi-

fication is given in Figure 6. 

 

 

FIGURE 6: The output of classification prediction of a histopathological image belonging to the tumor tissue type. 
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    DISCUSSION 

Expert pathologists examine samples taken from risky tissues by histopathology under appropriate micro-

scopes. Training and specialization of pathologists and doctors for the examination of the tissue types 

taken and the clinical decision-making phase is a very long and costly process. For these reasons, these 

problems have been tried to be avoided by using image processing methods that can calculate by using 

quantitative data.
30

 

Early studies consisted of a system based on obtaining mathematically determined properties from 

images. Although these feature extraction techniques determined by the researchers required much experi-

ence and they could not achieve high success for every image. Especially, the complex color information 

in the images makes this process difficult, and a limited level of success is achieved in image processing 

studies with such features that cannot be determined automatically. In recent years, the developments in 

artificial intelligence algorithms and computer hardware led to great progress for automatic feature extrac-

tion and eliminated the negative effects arising from manually extracted features.
31

 CNNs, a DL architec-

ture, are particularly successful for image processing problems and have been widely used in all scientific 

studies. CNNs automatically extract features from images and can classify these features through their 

own fully connected networks. Since early diagnosis is very important in the treatment of cancer, it is very 

important to make a correct and successful determination, while the other important point is to make this 

analysis in a short time. Recently, image processing and artificial intelligence techniques have been fre-

quently used to shorten the analysis period and to create an additional consultation system for 

specialists.
32

 

The current study develops web-based software that can assort eight different tissue types of CRC, in-

cluding tumor, stroma, debris, lympho, mucosa, adipose, empty, and complex, based on histopathological 

images, by using the CNN from DL architectures. It is predicted that clinicians can classify tissues faster and 

more accurately from histopathological images of CRC by using the developed open-access web-based soft-

ware. Therefore, the proposed software provides a useful support system in the clinical decision regarding 

the classification of CRC tissues. 

In one study, a DL technique based on CNN was proposed to differentiate adenocarcinomas from 

healthy tissues and benign lesions for CRC classification, and this CNN model achieved a fairly good classi-

fication performance (accuracy rate at the test stage was approximately 90%). Besides, it was reported in that 

study that transfer learning approaches based on pre-trained CNN models on a completely different dataset 

(i.e., ImageNet), transfer learning showed better performance (an accuracy rate of 96%) than the DL tech-

nique based on the CNN, in the same test dataset. In another study, an effective CNN-based prediction 

model was designed to label colon cancer images, and the performance of the recommended RCCNet net-

work was compared with popular alternative models such as AlexNet, GoogLeNet, CIFAR-VGG, and Wide 

Residual Networks (WRNs). The related experimental results of the study revealed that the designed model 

produced better predictions than the five CCN methods concerning accuracy rate, F1-score, and training 

length.
33

 In another study using the same image data set with this study, a classification was made for two 

tissue types (tumor and stroma) from histopathological images of CRC, and an accuracy rate of 98.6% was 

obtained. Also, when eight different tissue types of CRC were classified from histopathological images, the 

accuracy rate was found to be 87.4%.
12

 In the multi-class analysis made by using the software developed in 

this study, 94.4% accuracy of the concerned classification was obtained for eight tissue types from the histo-

pathological images of CRC, which was higher than the accuracy rate (87.4%) obtained from the same 

image data set, in that study. In another study that examined the same histopathological image data set, 

when four different methods classified the seven types of colon tissues, the highest accuracy of 100% was 

obtained only for Adipose, while the highest accuracy value calculated for all classes was 68.7%.
34

 With 

the model proposed in this study, the minimum value of performance criteria calculated for each of the 
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eight tissue types of CRC was 85%. Given the performance metrics calculated in this study, it was deter-

mined that the recommended DL model was able to successfully classify eight tissue types from histopa-

thological images related to CRC. In addition, the most important difference of this research from other 

studies is the development of an open access web-based software for the classification of multiple tissue 

types of CRC. 

This study may have a few limitations and suggestions for further research. First, higher prediction rates 

can be obtained by using a larger number of images. Second, the software's prediction performance can be 

further increased by applying different ML algorithms. Third, the software developed as a prototype may 

better be tested with images from other cancer types to prove the accuracy and functionality of the software. 

Fourth, the use of meta-learning and ensemble learning techniques in classifying cancer-type images can re-

sult in more clinically useful results. Additionally, many studies have been performed on different health 

problems and diseases (skin cancer, lung cancer, brain cancer, pneumonia, gastrointestinal cancer, etc.) using 

Keras DL framework during the last years. This research differs from other studies in that it includes open 

access software. 

    CONCLUSION  

In conclusion, the web software based on the model proposed in this study provided promising predictions in 

classifying different tissue types from histopathological images of CRC. Thanks to the proposed software, 

the tissue types of CRC are easily understood by medical professionals and other healthcare workers. Hence, 

the workload of medical professionals can be reduced, and a faster consultation system can be formed. The 

proposed software supplies a useful support system in the clinical decision regarding the classification of 

CRC tissues. 
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